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Does our ability to visually identify everyday objects rely solely on
access to information about their appearance or on a more
distributed representation incorporating other object properties?
Using functional magnetic resonance imaging, we addressed this
question by having subjects visually match pictures of novel objects
before and after extensive training to use these objects to perform
specific tool-like tasks. After training, neural activity emerged in
regions associated with the motion (left middle temporal gyrus) and
manipulation (left intraparietal sulcus and premotor cortex) of
common tools, whereas activity became more focal and selective
in regions representing their visual appearance (fusiform gyrus).
These findings indicate that this distributed network is automati-
cally engaged in support of object identification. Moreover, the
regions included in this network mirror those active when subjects
retrieve information about tools and their properties, suggesting
that, as a result of training, these previously novel objects have
attained the conceptual status of ‘‘tools.’’
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Introduction

Everyday we are confronted with objects that we have never

seen before, yet we are able to identify them as members of

a particular category nearly instantaneously and without effort

(e.g., as a dog or a hammer). This phenomenon underscores 2

fundamental characteristics of visual object perception: first,

that perception requires access to stored information, and

second, that this information is retrieved automatically when-

ever we attend to an object. However, the nature of these

memory representations has not been adequately character-

ized. Neurophysiological recording studies in awake, behaving

monkeys have revealed experience-dependent changes in the

response properties of neurons in inferior temporal cortex as

long-term object memories are formed (Erickson and others

2000; Baker and others 2002). For example, as novel visual

objects become familiar through perceptual or discrimination

training, inferior temporal neurons become more selective for

learned, relative to novel, stimuli (Baker and others 2002), and

neurons in close proximity to one another develop similar

response preferences (Erickson and others 2000). Although

neuropsychological and functional brain-imaging studies in

humans have confirmed the importance of the temporal lobes

in object memory, they also indicate that these memories are

not stored in a single location. Rather, they are distributed

throughout different regions of the cortex, and for certain

broadly defined object categories, such as animate objects and

tools, are represented in at least partially distinct neural

circuitry (for review, see Martin and Chao 2001; Capitani and

others 2003). Moreover, these category-related neural circuits

appear to be organized according to sensory- and motor-related

properties, consistent with the notion that these memory repre-

sentations are grounded in perception and action (Warrington

and McCarthy 1987; Damasio 1990; Martin 1998; Barsalou

1999). In support of this view are findings suggesting that, in

contrast to animate objects, engaging in perceptual and

conceptual tasks concerning tools activates a network of

regions presumed to store information about what tools look

like (the medial aspect of the fusiform gyrus), how they move

(the left middle temporal gyrus), and how they are grasped and

manipulated (left posterior parietal and premotor cortices)

(Chao and others 1999, 2002; Chao and Martin 2000; Jeannerod

2001; Martin and Chao 2001; Beauchamp and others 2002, 2003;

Handy and others 2003; Kellenbach and others 2003; Emmorey

and others 2004). Thus, object concepts are thought to be

embodied in the sense that information about the properties

associated with an object’s appearance and use is represented

within the sensory and motor systems that are active when that

information was acquired (Martin 1998; Barsalou 1999). If this

is so, it should be possible to elicit activity within this system

de novo when subjects acquire functional information about

objects having no preexisting memory representation. More

specifically, experience manipulating novel objects to perform

specific functions should lead to enhanced activity in regions

associated with their appearance and use when the once-novel

objects are later encountered.

To test this hypothesis, we designed 2 sets of novel objects

(16 per set) bearing no resemblance to real objects (Fig. 1). Each

object was designed to perform a specific functional task, and

subjects were trained on these tasks using one set of the novel

objects. Each subject participated in 2 identical functional

magnetic resonance imaging (fMRI) sessions, one prior to and

one after training. During scanning, subjects performed a visual

object-matching task that required them to decide whether 2

pictures were of the same novel object photographed from

different views, or of different objects (Fig. 2A,B). This design

allowed us to directly evaluate learning-related changes in

neural activity by contrasting object matching before and after

subjects acquired information about object functions.

Materials and Methods

Subjects
Twelve right-handed individuals participated in the fMRI study (6 female,

mean age = 29 years, range 21--39; mean verbal intelligence quotient as

estimated by the National Adult Reading Test = 117, range 109--128).

Informed consent was obtained in writing under an approved National

Institute of Mental Health protocol.
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Stimuli and Experimental Design
Thirty-two novel objects were created using K’NEX�, a children’s

construction toy (see Fig. 1 for examples of the novel objects). Each

object was designed to perform 1 of 8 functions (lifting, pushing,

swinging, crushing, separating, scattering, tugging, and poking), with 4

exemplars for each functional type. The 32 objects were divided into 2

sets of 16 with the stipulation that there be no functional overlap

between sets. Each object was photographed from 5 different camera

angles, and the resulting 160 photographs were each seen 4 times over

the course of each scanning session. Phase-scrambled versions of these

photographs served as control stimuli during scanning (Fig. 2C,D).

Prior to the imaging study, we collected ratings for the novel objects

from a separate group of subjects (N = 32) who rated color photographs

of each object for the degree to which they resembled real objects on

a 7-point scale (1 = very much, 7 = not at all) and subsequently provided

the name of any real object each novel object resembled. The most

common response was ‘‘nothing’’ (accounting for 46.1% of the total

responses). The most common label consisted of a type of building,

vehicle, or their parts. Names of specific tools or other manipulable

objects (e.g., ‘‘a toy’’) or of biological objects (e.g., an animal) were rarely

given (7.5% and 2.7% of the responses, respectively).

The functional training tasks required subjects to use each object to

manipulate a set of small items (e.g., paper cups, ping-pong balls,

wooden blocks, buttons) in a specified manner (e.g., lifting wooden

blocks and placing them in their specific location in a form board,

crushing paper cups, lifting items and transferring them between

containers, pulling or pushing objects along a specific path). The

majority of the objects had moveable parts that the subject manipulated

in order to perform the tasks. Subjects were trained on one set of 16

novel objects, with sets counterbalanced between subjects. During each

Figure 1. Examples of novel objects. Thirty-two different objects were created for study. Across three 1.5-h training sessions, subjects performed timed trials of functional tasks
using 16 of the objects, with sets counterbalanced across subjects.

Figure 2. Sample trials for the perceptual matching task. (A, B) During object-matching blocks, subjects indicated for each stimulus pair whether the 2 photographs were of the
same object photographed from different views (A) or of two different objects (B). (C, D) During blocks of scrambled image matching, subjects indicated whether each pair depicted
identical scrambled images (C) or 2 different scrambled images (D). (E) Increased efficiency in using the novel objects to perform functional tasks during the training sessions. The
average time to complete each training trial for all objects in the training set is plotted along the y axis. (F) Reaction times during functional brain scanning for matching to-be-trained
(or trained) (T) and not-to-be-trained (or not-trained) (NT) novel objects (red bars) and matching scrambled images of the T and NT novel objects (white bars) prior to and after the
training sessions. Error bars represent standard error of the mean.
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of 3 training sessions (lasting approximately 1.5 h each), the experi-

menter demonstrated the function of each object in the training set and

timed subjects as they performed the functional tasks. After completing

this procedure for each object in the training set, a second timed trial

was conducted, yielding 6 timed trials with each object across the 3

training sessions. Each subject participated in one magnetic resonance

image (MRI) scanning session prior to training and an identical scanning

session after training. Training sessions were separated by 24--48 h, and

scanning sessions were separated by approximately 10 days.

During scanning, subjects performed an object-matching task while

viewing pairs of object pictures. Subjects pressed 1 of 2 buttons (held in

the left hand) if the pictures were of the same object photographed

from different views and the other button if the pictures were of 2

different objects (see Fig. 2A,B). Object-matching trials were grouped

such that each block contained objects either that would be (or were)

used for training or that would not be (or were not) used for training.

Object-matching blocks alternated with blocks of trials using phase-

scrambled versions of the object pictures, during which subjects

decided if the 2 scrambled images were identical (baseline task) (Fig.

2C,D). Each of the 4 imaging runs lasted 4 min and contained 8 blocks

(evenly divided between object and scrambled image matching) of 10

trials each. Within blocks, half of the trials were matches and half were

nonmatches, arranged in pseudorandom order. In each trial, a pair of

novel objects or scrambled pictures were presented side by side for

2500 ms followed by a 500-ms interstimulus interval, during which

a fixation cross appeared on the screen. For the first scanning session,

neither were the subjects given information about the objects nor were

they told about the subsequent training sessions. An Apple Macintosh

G3 computer running Superlab (Cedrus Corporation, San Pedro, CA)

presented the stimuli and recorded subjects’ reaction times. Stimuli

were rear projected onto a translucent screen and viewed via a mirror

mounted on the head coil.

After completing the second scanning session, incidental recognition

memory for the trained objects was tested. The 160 object photographs

shown during scanning were presented (5 views of each of the 16

trained and not-trained objects), and subjects indicated via a button

press whether or not the object had been part of the training set.

Stimulus presentation times for this task were identical to those of the

matching task used during scanning.

In summary, the experiment consisted of 2 identical MRI scanning

sessions with 3 interspersed behavioral training sessions and a recogni-

tion memory test immediately following the second scanning session.

The first scanning session occurred at least 24 h prior to the first training

session, and the second scanning session occurred 24--48 h after the last

training session.

Imaging Parameters
Anatomical (spoiled grass imaging sequence, 124 slices, 1 3 1 3 1.2 mm

voxels) and functional data (gradient-echo echo-planar imaging se-

quence, repetition time = 3 s, echo time = 40 ms, field of view = 240 mm,

flip angle = 90�, 40 contiguous 3.5-mm sagittal slices covering the entire

brain, 86 volumes per scan, 3.75 3 3.75 3 3.5 mm voxels) were acquired

on a 3-T GE scanner.

Behavioral Data Analysis
Training session data (task completion times for each timed trial) were

submitted to a 3 3 2 (training session 3 trial) repeated measures analysis

of variance (ANOVA). For the matching task, individuals’ median

reaction times collected during scanning were submitted to a 2 3 2

(scanning session 3 training object set, nontraining object set) repeated

measures ANOVA. Due to technical difficulties, data for one subject in

Session 1 and one subject in Session 2 were not recorded. Planned

comparisons were carried out between conditions.

Imaging Analysis
For each subject, each fMRI session was first analyzed separately to

evaluate within-session effects. Each session’s functional images were

motion corrected, and a 4.5-mm 3-dimensional smoothing filter was

applied to each scan. Two regressors of interest (training objects and

nontraining objects) were convolved with a gamma-variate estimate of

the hemodynamic response, and multiple regression was performed on

each voxel’s time series using AFNI v.2.40e (Cox 1996). The scrambled

image-matching epochs comprised the baseline for all analyses.

To directly compare the functional data from the pre- and posttrain-

ing scanning sessions, an across-session analysis was performed for each

subject. The anatomical data from both scanning sessions were

coregistered, and within-session motion correction was performed on

the functional data from Session 1. Functional data from Session 2 then

underwent intra- and intersession registration simultaneously. Data for

one subject was eliminated from these analyses due to difficulty aligning

the imaging data across sessions. Four regressors of interest (to-be-

trained objects, not-to-be-trained objects, trained objects, and not-

trained objects) were convolved as described above prior to performing

multiple regression on each voxel’s time series. To examine the time

series, the average response to each stimulus type was generated

(without assumptions about the shape of the hemodynamic response)

and normalized by dividing each voxel’s value by its mean across time

points.

Individual’s Z-score maps from the regression analyses were normal-

ized to standardized space (Talairach and Tournoux 1988), and fixed

effect groupmaps were created. Regions of interest (ROIs) were defined

on the across-session group Z-score map as clusters of voxels that

exceeded a statistical threshold of P < 10
–6 for the overall experimental

effect, and P < 0.01 for themain effect of session (i.e., contrast of Session 2

object matching [trained and not-trained objects combined] vs. Session 1

object matching [trained and not-trained objects combined]). A stringent

threshold was used at this stage to ensure a conservative criterion for

inclusion of voxels in each ROI. A mask of these voxels was applied

to each individual’s across-session data. Voxels chosen for the random

effect time series analysis included those in the mask that also exceeded

a threshold of P < 0.001 for the overall experimental effect and P < 0.05

for main effect of session (i.e., Session 2 object matching vs. Session 1

object matching) in each subject’s cross-session analysis. The more

lenient threshold used at this stage served to maximize sensitivity when

selecting voxels at the individual subject level and to reduce noise in the

data by eliminating nonsignificant voxels. Combined, these thresholding

criteria served to restrict the random effect analysis to active voxels from

each subject that were also within the boundaries of the ROIs defined by

the group statistical map. Time series data were extracted from each

subject’s single session functional data, averaged, and submitted to a 2 3 2

(scanning session 3 training object set, nontraining object set) repeated

measures ANOVA, treating subjects as a random factor, with planned

comparisons between conditions.

A separate set of ROIs was identified from the group statistical map of

the second scanning session to evaluate training-related differences

between object sets. These ROIs included voxels exceeding a statistical

threshold of P < 10
–6 for the overall experimental effect and P < 0.01 for

the contrast of trained objects versus not-trained objects during Session 2.

A mask of these regions was applied directly to each subjects’ single-

session data. Time series were extracted for each ROI and submitted to

a 2 3 2 (scanning session 3 training object set, nontraining object set)

ANOVA with planned comparisons between conditions. All reported

P values were Greenhouse--Geiser corrected (Keppel 1991).

Results

Behavioral Data

Analysis of the training data (trial completion times) revealed

a main effect for training session, F2,11 = 68.40, P < 0.0001, as

well as a trial effect within each session (P < 0.0001, P < 0.002,

and P < 0.02 for Training Sessions 1, 2, and 3, respectively).

Thus, subjects showed steady learning both within and across

training sessions. In addition, performance was faster on the first

trial of Training Session 2 than on the last trial of Training

Session 1 (P < 0.0001), a pattern linked to memory consolida-

tion of motor skills (Karni and others 1995) (Fig. 2E).

Analysis of the behavioral data collected during the 2 fMRI

scanning sessions indicated that subjects were highly accu-

rate at performing the object-matching task (mean percent
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correct > 95% for all conditions). Analysis of reaction time data

revealed an overall practice effect, with faster visual matching

times after than prior to training (main effect of session: F1,9 =
18.28, P < 0.003). In fact, subjects demonstrated faster reaction

times for both object sets (trained and not-trained) in Session 2,

compared with their counterparts in Session 1 (P < 0.0001 for

the trained set in Session 2 vs. Session 1 and P < 0.002 for the

not-trained set in Session 2 vs. Session 1). Analysis of the

matching data from the first scanning session revealed that

prior to training, response times were equally fast for all

stimulus types (object sets and their scrambled images) (main

effect for stimulus type: F < 1.0) (Fig. 2F). In contrast, after

training, subjects performed faster with the trained objects than

with the not-trained objects (P < 0.01) (Fig. 2F). Thus, subjects

showed increased efficiency matching pictures of objects with

which they had functional experience, relative to objects that

they had only seen before in picture form.

Analysis of the incidental recognition memory data docu-

mented that subjects were highly accurate at identifying

pictures of the objects used during training versus those that

were not (recognition, mean percent correct ± standard de-

viation = 94.75 ± 4.75 for the trained objects, mean percent

correct rejection = 97.90% ± 2.47 for not-trained objects).

Imaging Data

The fixed effects analysis of the functional imaging data across

sessions revealed a significant main effect of session in a number

of regions (Session 2 [novel object matching – scrambled image

matching] – Session 1 [novel object matching – scrambled image

matching]). These changes included increased activation in

specific regions of lateral temporal, parietal, and frontal cortices

in the left hemisphere, and both increased and decreased

responses after training in ventral occipitotemporal cortex. As

illustrated in Figure 3, increased activation was observed in the

posterior region of the left middle temporal gyrus, left premotor

cortex, and left intraparietal sulcus (Fig. 3A,B, red regions). As

shown by the accompanying histograms (Fig. 3C,D,E, red bars),

the random effects analysis of the time series data revealed that

after training there was more activity for object matching as

compared with baseline than prior to training (main effect of

session: F1,10 = 18.6, P < 0.002; F1,8 = 17.4, P < 0.003; and F1,10 =
22.3, P < 0.001 for left middle temporal gyrus, left intraparietal

sulcus, and left premotor cortex, respectively). These left

lateralized changes were readily observable in individual sub-

jects (Fig. 4). Although some activity was observed in the left

middle temporal gyrus before training (P < 0.001 for objects vs.

phase-scrambled images during Session 1), neither the left

Figure 3. Group results showing learning-related changes in hemodynamic response for novel object matching, relative to scrambled image matching in lateral cortical regions.
Group activation maps are displayed on the structural magnetic resonance image from a single subject. Regions in red were more active, and regions in blue were less active, after
training than before training. Regions in yellow, which overlap with regions in red, were more active for trained (T) objects than for not-trained (NT) objects during Session 2 but not
Session 1. (A) Sagittal section (Talairach and Tournoux coordinate, x = –50) showing the location of learning-related activity in the left middle temporal gyrus/inferior temporal sulcus
(red region, local maxima in Brodmann area [BA] 37, –50, –60, +5; yellow region, BA 37/21, –53, –51, –3). (B) Axial section (z = +47) showing the location of emergent learning-
related activity in the left premotor/prefrontal (red region, BA 6, –36, +2, +40; yellow region, BA 6/8, –43, +10, +40) and intraparietal cortices (red region, BA 7/40, –32, –59, +36;
yellow region, BA 7/40, –42, --43, +38). (C, D, E) Group-averaged activity expressed as the difference between novel object matching and scrambled image matching for all voxels in
the middle temporal gyrus, left premotor, and intraparietal ROIs, respectively. Red bars represent brain regions that showed increased activity for object matching after but not prior
to training; yellow bars represent regions that demonstrated greater activity for trained objects than not-trained objects after but not prior to training. Error bars represent standard
error of the mean.
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intraparietal nor the premotor regions were active during

object matching prior to training (F < 1 for objects vs. phase-

scrambled images during Session 1) (Fig. 3C,D,E, red bars). In

addition, there was no difference in activity between object sets

in any region during Session 1 (F < 2 for trained vs. not-trained

objects in the middle temporal gyrus, F < 1 in intraparietal and

premotor regions). As illustrated, after training, the response to

the trained objects tended to be numerically larger than to the

not-trained objects in each region. However, neither was this

difference significant nor was the interaction between scanning

session and object set significant.

Although the interaction between session and object set

failed to reach significance, we evaluated differences between

object sets (trained vs. not-trained) within each scanning

session based on our a priori hypothesis of training-specific

effects in Session 2. These analyses revealed distinct clusters of

voxels showing increased activity specifically for the trained

objects during the second scanning session (see Fig. 3A,B,

yellow regions). These clusters overlapped with the anterior

extent of each of the regions located on the lateral surface of

the left hemisphere identified by the main effect of session in

the across-session analysis. Time series extracted from these

regions for both scanning sessions were submitted to a random

effects repeated measures ANOVA of session 3 object set.

Although the interaction again failed to reach significance,

planned comparisons revealed significantly enhanced responses

to the trained versus the not-trained objects in the middle

temporal gyrus and posterior parietal cortex, with a trend

toward significance in premotor/prefrontal cortex after training

(P < 0.05, P < 0.05, P < 0.08, in each region, respectively) but

not prior to training (F < 1 in each region) (Fig. 3C,D,E, yellow

histograms). Moreover, in each of these regions, the not-trained

object set failed to elicit activity above the scrambled image-

matching baseline during the second scanning session (F < 1).

Thus, following training, increased activity in these regions

showed significantly heightened activity only in response to the

trained object set.

As illustrated in Figure 5A, the across-session analysis also

revealed a training-related increase in neural activity in the

medial aspect of the fusiform gyrus bilaterally; especially in the

left hemisphere, indicating more activity after than prior to

training (random effects ANOVA, main effect of session: F1,8 =
9.12, P < 0.02) (Fig. 5B). In contrast, a decreased response was

observed in the lateral portion of the fusiform gyrus, indicating

that this region was more active prior to than after training

(main effect of session: F1,10 = 7.50, P < 0.02) (Fig. 5C). No

differential activity was observed for the trained versus the not-

trained objects in the fusiform gyrus after training (F < 2 and

F < 1 for the interaction of session 3 object set in the lateral

and medial fusiform gyrus, respectively) (Fig. 5B,C). In addition,

separate analysis of Session 2 failed to reveal a differential

response to the trained versus not-trained object sets in ventral

cortex.

Discussion

To investigate the effects of functional experience on the neural

circuitry for object recognition, we created novel objects and

scanned subjects before and after they were trained to perform

functional tasks with a subset of the objects. We found that

training induced highly specific changes in the neural circuitry

recruited during visual object perception.

Behaviorally, training resulted in increased efficiency perform-

ing a simple visual matching task and creation of a strong re-

presentation in memory. Notably, although subjects could easily

differentiate between the trained and not-trained objects after

the second scanning session, debriefing revealed that subjects

were unaware that matching trials had been grouped according

to whether or not an object was part of the training set.

During scanning, subjects were significantly faster at match-

ing a simple both novel object sets during the posttraining

session: those on which they were trained and those on which

they were not, indicating a general practice effect. Moreover,

subjects were faster at matching the trained objects than the

not-trained objects after training, indicating object-set--specific

learning.

These behavioral enhancements were reflected by changes in

the cortical regions recruited during visual object matching.

Specifically, after training, activity increased in discrete regions

on the lateral surface of the left hemisphere, including the left

middle temporal gyrus, intraparietal sulcus, and premotor

cortex. Moreover, in the anterior aspect of each of these

regions, these increases were specific to the trained objects.

In ventral regions, we observed a more complex pattern of

change: learning-related decreases were found in the lateral

portion of the fusiform gyrus, whereas activity increased in the

more medial portion. Finally, in contrast to the more anterior

aspects of the lateral cortical regions, neural changes were

equivalent for the trained and not-trained object sets in ventral

temporal cortex (fusiform gyrus).

Figure 4. Hemodynamic response in a single subject prior to and after training. Shown is a single, 1-mm-thick magnetic resonance image of the left hemisphere (x = –47). Regions
in red were significantly more active when performing the matching task with the novel objects relative to scrambled object matching. (A) Prior to training, the object-matching task
was associated with activity in ventral occipital cortex, which continued anteriorly along the fusiform gyrus (not visible in this lateral slice). (B) After training, activity emerged in the
left middle temporal gyrus and left premotor and intraparietal cortices (circled regions). (C) Direct comparison of the pre- and posttraining scans revealed significantly more activity
in these regions after training (all P < 0.001).
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Each of the lateral regions demonstrating learning-related

increases in activity has been implicated in perceiving and

knowing about tools and their actions. Activation of the poste-

rior region of the left middle temporal gyrus is one of the most

consistent neuroimaging findings for semantic tasks involving

tools and manipulable objects (Devlin and others 2002). This

region shows an increase in response to pictures of tools or

their written names during naming (Martin and others 1996;

Chao and others 1999, 2002; Moore and Price 1999), property

generation (Martin and others 1995; Fiez and others 1996), and

property verification tasks (Chao and others 1999). Damage to

this region can result in impaired naming of tools and action

knowledge deficits (Tranel and others 1997, 2003; Damasio and

others 2004). In addition, functional imaging studies have dem-

onstrated that the posterior region of the left middle temporal

gyrus is strongly and selectively responsive to the rigid, unartic-

ulated motion patterns associated with tools and other non-

biological objects (Beauchamp and others 2002, 2003). Within

this context, the robust response observed in the left middle

temporal gyrus after training in the current study may reflect

the automatic retrieval of experientially acquired information

about the tool-like motion of the objects to aid recognition.

Activity emerged in 2 additional lateral regions after training:

the left intraparietal sulcus and left premotor cortex, extending

into prefrontal cortex. Studies in monkeys have shown that

neurons in ventral premotor cortex (area F5) and the anterior

region of the intraparietal sulcus respond when monkeys grasp

or view objects that they have had experience manipulating

(Jeannerod and others 1995; Sakata and others 1999). In

addition to ‘‘mirror neurons,’’ which fire when the animal

performs or observes another performing an action, F5 contains

‘‘canonical neurons,’’ which respond when the monkey simply

views graspable objects. Canonical neurons are thought to

represent specific object--hand transformations necessary for

grasping objects (for review, see Rizzolatti and others 2002),

such as those learned by our subjects during training. Similarly,

neuroimaging studies in humans report activity in premotor,

prefrontal, and posterior parietal cortices when subjects view,

name, and answer questions about tools and utensils associated

with specific grasp-related object--transformations (Grafton and

others 1997; Grabowski and others 1998; Chao andMartin 2000;

Handy and others 2003; Kellenbach and others 2003; Creem-

Regehr and Lee 2005) and during mental imagery of such

actions (Decety 1996). Whereas many of these studies have

reported enhanced ventral premotor activity for tasks involving

manipulable tools compared with other objects, we found

a more dorsal premotor region selectively active for viewing

the trained objects. This is consistent with neurophysiological

studies in monkeys reporting that neurons in dorsal premotor

cortex respond when arbitrary links are formed between

a movement and a stimulus (Mitz and others 1991). The same

region in humans may be involved in forming similar associa-

tions needed to use graspable objects such as tools (Grafton and

others 1997). In fact, a number of human functional neuro-

imaging studies have implicated dorsal premotor cortex in

visual motor associations (Grafton and others 1997; Binkofski

and others 1998; Picard and Strick 2001). Finally, an extensive

neuropsychological literature implicates left posterior parietal

and left premotor/prefrontal cortices in the representation of

skilled movements and knowledge about tools and their re-

lated actions (Buxbaum and others 2000; Haaland and others

2000; Buxbaum and Saffran 2002; Tranel and others 2003;

Damasio and others 2004). Taken together, these findings con-

verge to support the idea that the left middle temporal gyrus,

intraparietal sulcus, and premotor and adjacent prefrontal

cortices store information about the perceptual and motor

properties underlying our conceptual knowledge of tools and

their use. Our findings extend these reports by demonstrating

Figure 5. Group results showing learning-related changes in ventral temporal cortex. As is Figure 3, regions in red were more active and regions in blue were less active, after
training than before training. (A) Coronal section (y = –62) showing changes in the fusiform gyrus. The medial portion of the left fusiform gyrus showed increased activity (red) (local
maxima, Brodmann area [BA] 37, –27, –60, –9), whereas the more lateral region showed decreased activity (blue) (with 2 local maximas, BA 37, extending anteriorly from –38, –63,
–11 to –38, –44, –21) after training. Increased activity in the left inferior temporal sulcus that extended into the middle temporal gyrus (see Fig. 3) can also be seen. (B, C) Group-
averaged activity expressed as the difference between novel object matching and scrambled image matching for all voxels in the medial (red bars) and lateral (blue bars) fusiform
ROIs. Error bars represent standard error of the mean.
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that activity can be elicited in these regions de novo by altering

representations via functional experience with novel objects.

Importantly, in the anterior portion of each of these activated

regions, the response to the trained objects was markedly

stronger than the response to the not-trained objects (consis-

tent with faster reaction times for trained than for not-trained

objects after training). In fact, the not-trained objects failed to

elicit activity above the scrambled image-matching baseline task

in these sites. This finding of heightened activity specific to the

trained objects in the anterior aspect of lateral cortical regions

is compatible with the idea that more anterior regions of per-

ceptual processing (Grill-Spector and Malach 2004) and motor

systems (Sakata and others 1997; Picard and Strick 2001) house

more complex representations than posterior regions. More-

over, it implies that training induced object-specific memory

representations in regions that store information tightly cou-

pled to functional properties (i.e., properties of motion and

manipulation directly associated with an object’s use).

However, in the posterior aspect of each region, the in-

creased activity was not limited to the objects on which

subjects were trained. Rather, as shown in Figure 3 (red regions

and histograms), enhanced neural responses were observed for

both object sets. This finding was unexpected. These compara-

ble changes to both trained and not-trained object sets after

training may suggest that the information acquired about the

trained objects generalized to objects that were highly similar in

visual appearance.

In line with this possibility, the same pattern of results—

increased activity after training, coupled with a lack of a differ-

ence between the trained and not-trained object sets—was also

found in ventral temporal cortex. There is considerable evi-

dence that information about visual attributes needed for object

identification, such as form and color, is stored in ventral

temporal cortex (for recent review, see Grill-Spector and

Malach 2004). Our finding of similar changes to the trained

and not-trained objects in this region suggests that the neural

response associated with a specific set of objects shows strong

generalization to objects of similar appearance. In the current

study, for example, all the objects were created from the same

materials and thus had comparable component parts, textures,

and colors. In contrast, information about motion and manipu-

lation was unique for each trained object, perhaps leading to the

creation of more object-specific representations (and thus,

object-training-set--specific activation) in dorsal than in ventral

regions. Although our data do not address the reason for

generalized learning in ventral regions, one possibility is that

the visual similarity between the not-trained and trained objects

may have led subjects to automatically infer that they were

members of the same category and thus had similar functional

properties. Such inferences may have resulted in comparable

changes in activity coupled with increased selectivity in the

fusiform gyrus for both object sets.

It may be noteworthy that neurophysiological studies re-

cording from inferior temporal neurons in nonhuman primates

have sometimes failed to observe differences between trained

and not-trained objects after extensive training when learning is

measured by changes in firing rates. That is, despite increased

neuronal specificity and sharper tuning with learning, no

differences in the overall magnitude of response (i.e., firing

rates) have been observed (Erickson and others 2000; Baker and

others 2002). Because the blood oxygenation level--dependent

response measured with MRI is a direct reflection of local

neuronal processing (Logothetis and others 2001; for review,

see Logothetis and Wandell 2004), perhaps it should not be

surprising that we observed no differences between trained and

not-trained object sets in ventral temporal cortex.

In contrast to enhanced activity within the dorsal stream,

activity in ventral temporal cortex was reduced in some regions

but enhanced in others following training. Specifically, activity

was reduced in the lateral region of the fusiform gyrus known

to prefer faces and animate objects (Martin and others 1996;

Kanwisher and others 1997; McCarthy and others 1997; Chao

and others 1999; Beauchamp and others 2002; Yovel and

Kanwisher 2004) and increased in the more medial part known

to prefer manipulable objects such as tools (Chao and others

1999, 2002; Beauchamp and others 2002, 2003). This pattern of

change can be viewed within the context of a large number of

functional brain imaging studies of object repetition. These

studies have shown that repeating the same task with the same

visual stimuli results in a reduced response, most commonly

referred to as repetition suppression (for recent reviews, see

Henson 2003; Grill-Spector and others 2006). It has also been

shown that this repetition suppression effect endures over long

repetition lags spanning a day or more (Wagner and others

2000; Chao and others 2002; van Turennout and others 2003),

even for meaningless objects (van Turennout and others 2000).

Thus, the reduced neural response to the objects in the lateral

fusiform gyrus during the second scanning session is consistent

with this previous work and with the behavioral data showing

faster posttraining reaction times for matching the novel

objects. However, under certain circumstances, repeated pre-

sentation may lead to increased rather than decreased activity,

commonly referred to as repetition enhancement (Dolan and

others 1997; Henson and others 2000). This repetition en-

hancement seems to occur when there is a qualitative change in

the way an object is processed from one occurrence to the next

(Henson and others 2000), especially when the experimental

conditions encourage formation of a new object representation

(Henson 2003). For example, repetition of ambiguous degraded

objects led to increased ventral temporal activity when subjects

were exposed to intact, unambiguous versions of the objects

interspersed between repetitions (Dolan and others 1997). In

a similar fashion, hands-on experience with the objects in our

study may have augmented their representations with detailed

information about their appearance (medial portion of the

fusiform gyrus) and, as discussed above, with information about

the motion (middle temporal gyrus) and motor-related proper-

ties (parietal and premotor cortices) associated with their use.

As a result, objects perceived as meaningless during the first

scanning session were now perceived as objects with distinct

functional properties. Thus, the training interspersed between

scanning sessions transformed the representation of these

objects, leading to heightened activity from one scanning

session to the next. Moreover, this heightened activity occurred

in circumscribed regions associated with tools and their use,

each of which is presumed to store information about per-

ceptual or functional object properties. In ventral cortex, this

increased activity was confined to the medial fusiform gyrus,

a region associated with the identification of manipulable

objects, such as tools.

It remains possible that, in addition to functional experience,

other factors contributed to our findings, and not all alterna-

tive explanations can be ruled out. Additional experiments

examining the effects of different learning paradigms are
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warranted. For example, we cannot rule out the possibility that

subjects implicitly associated names with the trained objects.

A control condition in which subjects are taught a name for each

object would reveal what role naming might play (e.g., James

and Gauthier 2004). Likewise, one might question whether

increased familiarity with the objects used during training may

have contributed to the effects we observed. Equating subjects’

experience with trained and not-trained stimuli would mitigate

familiarity as a possible confound. However, we think familiarity

is an unlikely explanation for our results for several reasons.

First, it is important to note that the same photographs were

shown in the pre- and posttraining scanning sessions, and this

was the only exposure subjects received to those stimuli. That

is, for the stimuli used during scanning, familiarity was equated

between object sets. Second, despite additional exposure to

the actual objects used during training, no repetition-related

decreases in neural activity were observed for the trained

compared with the not-trained objects. In fact, in all but one

region, we found increased activity for the trained objects after

training. The one exception was in the lateral fusiform gyrus,

where equivalent reductions were found for both object sets. If

familiarity was playing a significant role, item-specific effects

should have been especially evident in ventral temporal cortex,

based on typical findings in imaging studies of object repetition

(e.g., van Turennout and others 2000). Furthermore, as there is

no reason to expect that familiarity would produce opposite

effects in neighboring regions of the fusiform gyrus (decreases

in the lateral aspect associated with biological objects and

increases medially in the region associated with tools), our

findings are not consistent with typical familiarity effects. Third,

the experience subjects had with the actual objects during

training was qualitatively different from that which occurred

during scanning. It is precisely under such circumstances, that

is, when there is a qualitative change in the representation of

objects, that one finds enhanced activity for subsequent object

repetitions, as we observed in lateral cortical regions and in the

medial fusiform gyrus. Thus, we believe that learning about

object function produced a change in the representation of the

trained objects, leading to enhanced activity in specific regions

where information about manipulable objects, such as tools, is

stored.

In summary, functional experience with novel objects

changed how these objects were represented in the brain.

The cortical loci of these changes were highly predictable based

on studies of perceiving and retrieving information about the

properties of familiar tools. Regions identified by these studies

have commonly included the medial portion of the fusiform

gyrus, the posterior region of the left middle temporal gyrus, left

intraparietal sulcus, and left premotor cortex. These regions

have in turn been linked to the representation of the properties

of form, motion, and manipulation associated with tools (for

review, see Martin and Chao 2001; Thompson-Schill 2003). All

these regions showed enhanced responses following training,

whereas activity was reduced in a region linked to the

representation of faces and other animate objects (lateral

fusiform gyrus). Our findings are consistent with the idea that

we possess specialized neural circuitry for learning about

specific sensory- and motor-related properties associated with

an object’s appearance and use (Santos and others 2001, 2003).

Furthermore, the fact that this network was automatically

engaged when perceiving the objects after training suggests

that one role of these specialized systems may be to allow the

organism to acquire information about the properties critical

for identifying a category of objects, and to use this information

to discriminate among them quickly and efficiently (Mahon and

Caramazza 2003). Whether similar learning-dependent changes

can be elicited by observational or detailed verbal training

regimens remains to be determined, although there is some

evidence that associating verbal biographical information with

novel objects can impact neural representations (James and

Gauthier 2003, 2004). Nevertheless, our findings show that the

locus of learning-related cortical plasticity appears to be highly

constrained by both the nature of the information to be learned

and how it is acquired.
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